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• The personalization spectrum between search and recommendations

• Leveraging a user’s signals to implement collaborative filtering and 
   personalization from latent features

• Using embedding vectors to generate personalization profiles

• Mixing user signals and content-based attributes to generate 
   multimodal personalization

• Clustering products by embeddings to create personalization guardrails

• Avoiding the pitfalls of personalized search

Agenda



What is an embedding?



Sentence Embeddings:
[ 2, 3, 2, 4, 2, 1, 5, 3 ]
[ 5, 3, 2, 3, 4, 0, 3, 4 ]
. . .

Document Embedding:
[ 4, 1, 4, 2, 1, 2, 4, 3 ]
 

Word/Phrase Embeddings:
[ 5, 1, 3, 4, 2, 1, 5, 3 ]
[ 4, 1, 3, 0, 1, 1, 4, 2 ]
. . .

Paragraph Embeddings:
[ 5, 1, 4, 1, 0, 2, 4, 0 ]
[ 1, 1, 4, 2, 1, 0, 0, 0 ]
. . .

Embeddings
(“though vectors”)



An embedding is a numerical representation of a 
piece of information, for example, text, 
documents, images, audio, etc.

embeddings are vectors created by machine learning 
models for the purpose of capturing meaningful data 
about each object

An embedding is a relatively low-dimensional space 
into which you can translate high-dimensional 
vectors. Embeddings make it easier to do machine 
learning on large inputs like sparse vectors representing 
words. Ideally, an embedding captures some of the 
semantics of the input by placing semantically similar 
inputs close together in the embedding space.

https://developers.google.com/machine-learning/crash-course/embeddings/video-lecture

https://huggingface.co/blog/getting-started-with-embeddings

Embedding is a means of representing objects like 
text, images and audio as points in a continuous 
vector space where the locations of those points in 
space are semantically meaningful

Definition of an embedding?

https://developers.google.com/machine-learning/crash-course/embeddings/video-lecture

https://www.cloudflare.com/learning/ai/what-are-embeddings/



An embedding is a set of coordinates 
in vector space into which we map a 
concept.



https://atlas.nomic.ai/map/stablediffusion

Embedding concepts into a vector space



apple caffeine cheese coffee drink donut food juice pizza tea water … term N

latte 0 0 0 0 0 0 0 0 0 0 0 ...

cappuccino 0 0 0 0 0 0 0 0 0 0 0 ...

apple juice 1 0 0 0 0 0 0 1 0 0 0 ...

cheese pizza 0 0 1 0 0 0 0 0 1 0 0 ...

donut 0 0 0 0 0 1 0 0 0 0 0 ...

soda 0 0 0 0 0 0 0 0 0 0 0 ...

green tea 0 0 0 0 0 0 0 0 0 1 0 ...

water 0 0 0 0 0 0 0 0 0 0 1 ...

cheese bread sticks 0 0 1 0 0 0 0 0 0 0 0 ...

cinnamon sticks 0 0 0 0 0 0 0 0 0 0 0 ...

An inverted index creates embeddings, 
with one dimension per term



Embedding (verb) maps concepts into another 
vector space (usually a lower-dimensional space)



Phrase:            Vector:
apple juice:                    [ 0, 5, 0, 0, 0, 4, 4, 3 ]
cappuccino:                  [ 0, 5, 3, 0, 4, 1, 2, 3 ]
cheese bread sticks: [ 5, 0, 4, 5, 0, 1, 4, 2 ]
cheese pizza:                   [ 5, 0, 4, 4, 0, 1, 5, 2 ]
cinnamon bread sticks: [ 5, 0, 4, 5, 0, 1, 4, 2 ]
donut:                              [ 5, 0, 1, 5, 0, 4, 5, 1 ]
green tea:                       [ 0, 5, 0, 0, 2, 1, 1, 5 ]
latte:                               [ 0, 5, 4, 0, 4, 1, 3, 3 ]
soda:                              [ 0, 5, 0, 0, 3, 5, 5, 0 ]
water:                            [ 0, 5, 0, 0, 0, 0, 0, 5 ]

Ranked Results: Green Tea
0.94 water

0.85 cappuccino

0.80 latte

0.78 apple juice

0.60 soda

… …

0.19 donut

Vector Similarity Scores:

Vector Similarity (a, b): 
 cos(θ)   =       a · b  

                          |a| × |b|

Ranked Results: Cheese Pizza
0.99 cheese bread sticks

0.91 cinnamon bread sticks

0.89 donut

0.47 latte

0.46 apple juice

… …

0.19 water

We then leverage the vector space to explore similarity



With LLMs and other Foundation 
Models, the dimensions learned 
are Latent Features*.

* We’ll return to this later



Keyword 
Search

Knowledge Graph

User Intent

Personalized 
Search

Semantic 
Search

Domain-aware
Matching

Dimensions of User Intent

Content 
Understanding

Domain 
Understanding

Collaborative
Recommendations User 

Understanding



Personalization Spectrum



Keyword Search
(Completely User-specified)

Collaborative
Recommendations
(Completely driven by 
user behavior)

Keyword Search
(Completely User-specified)

Personalized 
Queries
(Mostly user-specified,
  partially driven by user profile)

User-guided
Recommendations
(Mostly driven by user profile,
  partially user-specified)

Personalized Search



detergent

category: laundry
text: softens clothes and 
leaves a fresh citrus scent

category: laundry
text: cleans clothes spotless and removes 
stains leaving a fresh citrus scent

fabric softener

Recommendations:
-fabric softener
-dryer sheets

Content-based Matching (Content Filtering)

category: laundry
text: removes static 
electricity from clothes and 
leaves a fresh citrus scent

dryer sheets

Content-based Recommendations

Recommendations Approaches



Recommendations Approaches

mulch

fertilizer

soil

add to cart
click

purchase

purchase
click

purchasepurchase

Recommendations:
-soil
-mulch

hammer

nails

screwdriver
purchase

add to cart

purchase

purchase
add to cart

purchase

purchase

Behavior-based Matching (Collaborative Filtering)

Collaborative Recommendations



Recommendations Approaches

hammer

nails

screwdriver
purchase

add to cart

purchase

purchase
add to cart

purchase

purchase
Recommendations:
-screws
-screwdriver
-hammer
-nails

category: tools
text: automatically drill in 
screws instead of using a 
screwdriver

drill

category: parts
text: used with screwdriver or 
drill to fasten items together

screws

OR

Content-based Matching (Content Filtering) Behavior-based Matching (Collaborative Filtering)

Prior User Interactions

Multi-modal Recommendations

+



Collaborative Filtering

•User 1:
•Avengers: Endgame
•Black Panther 
•Black Widow

•User 2:
•Black Widow
•Captain Marvel
•Black Panther

•User 3:
•Black Widow
•The Dark Knight
•The Batman

Users 1-3:
•All of these are movies about superheroes
•Most of them were made by Marvel Studios, 
though some were made by Warner Brothers (DC 
Comics)
•They are all action movies
•They are not suitable for small children due to 
violence and/or language

Users 4-5:
•All of them are animated movies
•All of them are suitable for small children
•All of them are made by Disney/Pixar

•User 4:
•The Little Mermaid
•The Lion King
•Toy Story

•User 5:
•Frozen
•Toy Story
•The Lion King



Results:

Collaborative Filtering (Alternating Least Squares)









Personalizing search using embeddings



Learned embeddings are latent features



User-Item Interaction Matrix

9 7 1 7

2 9 10 10

9 6 3 4 8 1

10 7 6 8 1 9

1 3 9 1 7

Items

Users

Avengers: 
Endgame
(Movie)

Black 
Panther
(Movie)

Notting 
Hill
(Movie)

Minecraft
(Game)

The 
Bachelor
(TV Show)

The 
Notebook
(Movie)



Matrix Factorization… learning latent features from user signals



Previous Interactions: Hello Kitty Plush Toy GE Electric Razor (Black)

GE Bright White
Light Bulbs

Samsung Stainless-steel 
Refrigerator

Current search: microwave

vs.

No personalization guardrails: With categorical personalization guardrails:

Learning embeddings of USERS allows us to personalize search results



Clustering products by embedding to 
generate dynamic categories



Visualizing the clusters



Mapping queries into clusters (multiple approaches)
Results:



Approaches for integrating embedding-based 
personalization into search results

• Perform a weighted average between the query vector (embedding for microwave) and the vectors for the 
user’s previous interactions within the predicted clusters. This would generate a single vector representing a 
personalized version of the user’s query, so all results would be personalized.

• Perform a standard search, but then boost the results based on the average of the embeddings from a user’s 
previous interactions within the predicted clusters. This would be a hybrid keyword and vector-based ranking 
function, where the keyword search would be the primary driver of the results, but the user’s previous 
interactions would be used to boost related results higher.

• Do one of the above, but then only personalize a few items in the search results instead of all the results. This 
follows a light-touch mentality so as not to disturb all of the user’s search results, while still injecting novelty to 
enable the user to discover personalized items they may not have otherwise found.

• Perform a standard search (keyword or vector), but then re-rank the results based on the weighted average 
between the query vector and the vectors for the user’s previous interactions within the predicted clusters. 
This uses the original search to find the candidate results using the default relevance algorithm, but then those 
results are re-ranked to boost personalized preferences higher.



Generating personalization vectors for a user’s query



Results:

Generating contextual user personalization vectors



Run different personalization scenarios



No Personalization Global Personalization 
(No Category Guardrails)

Contextual Personalization 
(with Category Guardrails)



2.81-0.510.67

-0.133.181.13

2.50-0.081.66

2.292.76-0.05

-0.202.162.20

0.281.801.741.910.710.09

3.02-1.172.542.170.750.75

0.301.890.460.012.213.43

Avengers: 
Endgame
(Movie)

Black 
Panther
(Movie)

Notting
Hill
(Movie)

Minecraft
(Game)

The 
Bachelor
(TV Show)

The 
Notebook
(Movie) -0.517.111.160.206.309.32

9.88-1.939.989.062.902.04

0.977.813.843.026.648.66

9.011.017.985.927.109.92

7.081.059.228.892.741.13

Avengers: 
Endgame
(Movie)

Black 
Panther
(Movie)

Notting
Hill
(Movie)

Minecraft
(Game)

The 
Bachelor
(TV Show)

The 
Notebook
(Movie)

Avengers: Endgame (Movie)

(0.67 * 0.09) + (-0.51 * 0.75) + (2.81 * 3.43) =

9.32

The Notebook (Movie)

(1.13 * 1.74) + (3.18 * 2.54) + (-0.13 * 0.46) =

9.98

Calculating Preferences from Latent Factors:

Multimodal models (language + behavior) can integrate these latent
features to discover new insights and enhance relevance



Multimodal Vector Search

Image 
Encoder

Layer
[ 0.19, 82.3, 0.02, 0.0, 0.0, 99.1, ... ],

... "but I like to be 
here. Oh, I like it 
a lot!" said the 
Cat in the Hat to 
the fish in the 
pot…

Text 
Encoder 

Layer

[ 0.00, 1.3, 26.9, 0.23, 0.0, 1.3, ...   ] ]

Collaborative 
User Signals

Encoder Layer[ [ 0.00, 1.3, 26.9, 0.23, 0.0, 1.3, ...   ],

[ 0.00, 1.3, 26.9, 0.23, 0.0, 1.3, …, 82.3, 0.02, 0.0, 
0.0, 99.1, ..., 0.00, 1.3, 26.9, 0.23, 0.0, 1.3, ... ]

Multimodal Encoder / 
Dimensionality Reduction

Concatenate



It’s also powerful to use many query modalities to 
optimize search quality



Reflected Intelligence: So many ways to integrate user signals…
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