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Story Time: The Genesis of Moody’s Research Assistant





Some of these lessons are from quick wins.

Some were learned the hard way.



Agenda

1. Why RAG?

2. Architecture level set

3. Areas to focus first

4. Where to explore next



Why RAG?

• Accelerate research

• Tailored AI responses 
rooted in your data



• Up to date 
information

• Data that sets your 
business apart

• Synthesize 
responses from 
multiple sources

• Suggest follow up 
questions

• Adding information 
through training is 
expensive

• Hallucinates

• Users must 
synthesize from 
multiple sources

• Challenging to 
understand user 
context

• Can answers very 
specific questions

• Highly context 
aware

• Challenging to 
measure many 
moving parts

Search Engine Retrieval Augmented Generation Text Completion LLM



Is RAG right for your business?

✅ Do your users perform complex research and synthesis?

✅ Do you have a large corpus of information-dense documents?

✅ Is your data proprietary?

✅ Is your users’ time expensive?



Architecture Level Set

Retrieval Requirements:

1. Handle long queries

2. Return relevant chunks that fit in 
the LLM context window



Areas to 
Focus First



Understand 
Costs



Understand 
Costs



Understand Costs

APIs like GPT and Claude charge per token

https://platform.openai.com/tokenizer



Understand Costs

Max context length (input + output tokens) = 8,192

Using half of that for your final generation

(4k tokens * $0.03) + (0.3k tokens * $0.06) = $0.14

Plus a small intent detection prompt(s)

(0.3k tokens * $0.03) + (0.03k tokens * $0.06) = $0.01

https://openai.com/pricing#language-models

$150 per 1000 requests



Understand Costs

Max context length (input + output tokens) = 200,000

Response generation

(4k tokens * $0.015) + (0.3k tokens * $0.075) = $0.08

Intent detection

(0.3k tokens * $0.015) + (0.03k tokens * $0.075) = $0.007

https://www.anthropic.com/api

$87 per 1000 requests



Understand Costs – Embedding Inference

• Fast embedding requires GPUs

• Start with a small data set

• Updates to chunking or embedding 
model require re-indexing



Understand Costs – Embedding Inference

Chunk embedding

0.15k tokens * $0.0001 = $0.00015 per chunk

Query Embedding

0.02k tokens * $0.0001 = $0.00002 per query

$150 per 1,000,000 chunks

https://openai.com/pricing https://cohere.com/pricing

$20 per 1,000,000 queries



Understand Costs – Embedding Inference

• AWS SageMaker provides flexibility

• Wide price range of options for various scaling 
and latency needs

https://aws.amazon.com/sagemaker/pricing/

Memory 
(MB)

Provisioned 
Concurrency Usage 

Price per second

Inference 
Duration Price 

per second

3072 $0.0000150 $0.0000350

4096 $0.0000200 $0.0000467



Structure Your Code for 
Measurement

• Enable rapid experimentation

• LangSmith provides a framework

• Log inputs and outputs



• Prompt – Response pairs

Structure Your Code for 
Measurement
End to End



• Primary objective

• Not useful for diagnosing issues

Structure Your Code for 
Measurement
End to End



Structure Your Code for 
Measurement
Intent Detection

• Measure intermediate steps

• Often measured like a classifier



Structure Your Code for 
Measurement
Entirety of Retrieval

• Prompt - Chunk pairs

• Tight coupling to measure the right 
requests

• Enable parallel experimentation



Structure Your Code for 
Measurement
Entirety of Retrieval

• LLMs cannot scroll but they can 
discern relevance

• Precision@k primary objective

• Avoid blinders with secondary stats
• Recall@k

• ERR



Structure Your Code for 
Measurement
Generation

• Prompt (with chunks) – Response 
pairs

• Generation stays faithful to retrieval



Structure Your Code for Measurement
Evaluate with LangSmith



Structure Your Code for Measurement
Evaluate with LangSmith

https://www.youtube.com/playlist?list=PLfaI
DFEXuae2CjNiTeqXG5r8n9rld9qQu

https://blog.langchain.dev/evaluating-rag-pip
elines-with-ragas-langsmith/



Setup Offline Testing with AI 
Judgements

• Many steps in RAG need annotations

• Judgement of question - chunks pairs is time 
consuming and mentally taxing

• Use an LLM prompt as a proxy



Setup Offline Testing with AI Judgements
Evaluate with LangSmith



• Gather a small set of expert judgements

• Measure your prompt’s agreement with experts 
using Cohen’s Kappa

• Does the LLM agree with experts as much as they 
agree with each other?

Setup Offline Testing with AI Judgements
Validate Against Experts



Setup Offline Testing with AI Judgements
Validate Against Experts



Setup Offline Testing with AI Judgements
Validate Against Experts

•     Reply in JSON with the following structure:

- explanation: Why the document is relevant to the query

- judgement: The judgement you would apply to the text

• If a model is not speaking, it is not thinking

• Use Chain of Thought



Fast Track Intent 
Detection

• Filter the search space

• Encode knowledge from those who 
know your data well



Intent Detection: A Tale of Three Queries



Intent Detection: A Tale of Three Queries

“How has [ORGANIZATION]’s credit rating changed over the last 5 years?  Explain the factors that led to each 
upgrade or downgrade.”

Query 1

KNN search through research

publications



Intent Detection: A Tale of Three Queries

“How has [ORGANIZATION]’s credit rating changed over the last 5 years?  Explain the factors that led to each 
upgrade or downgrade.”

Query 2

KNN search through research

publications, filtering for reports

about this organization



Intent Detection: A Tale of Three Queries

“How has [ORGANIZATION]’s credit rating changed over the last 5 years?  Explain the factors that led to each 
upgrade or downgrade.”

Query 3

SQL query of ratings data



Intent Detection: A Tale of Three Queries

Which query will most reliably fetch all the ratings?

Query 1

KNN search of 
research 
publications

Query 2

Filtered KNN 
search

Query 3

SQL query to 
ratings DB



Intent Detection: A Tale of Three Queries

Which query will provide the most context about why ratings changed?

Query 1

KNN search of 
research 
publications

Query 2

Filtered KNN 
search

Query 3

SQL query to 
ratings DB



Fast Track Intent Detection

Haystack US 2022 - Bojan Babic, Nextdoor - AI Driven Search

https://www.youtube.com/watch?v=0bqVfmVurkk&t=632s



Fast Track Intent 
Detection

• Craft prompts instead of training 
models

• Set a benchmark and buy time 
for purpose-built components



Fast Track Intent Detection
https://www.youtube.com/watch?v=pfpIndq7Fi8



Guard Against 
Hallucinations

• User trust is crucial for 
adoption

• Should be able to say "I don't 
know”



Guard Against Hallucinations
https://platform.openai.com/docs/guides/prompt-engineering



Guard Against Hallucinations

You are a research assistant.  Use the set of articles (delimited with 
XML tags) to answer the question.

<article> insert first article here </article> 

<article> insert second article here </article>

<question> insert user question <question>

Use delimiters to clearly indicate distinct parts of the input

“…disambiguate task details. Don’t make the model work to understand exactly what you 
are asking of them.”



Guard Against Hallucinations

You are a research assistant.  Use the set of articles (delimited with 
XML tags) to answer the question. If the answer cannot be found in the 
articles, write "I could not find an answer." 

<article> insert first article here </article> 

<article> insert second article here </article>

<question> insert user question <question>

Instruct the model to answer using a reference text

• This is example is optimistic about the performance of a single, short instruction

• Don’t be afraid to be heavy handed



Guard Against Hallucinations

Your task is to answer the question using only the provided documents 
and to cite the passage(s) of the document used to answer the question. 
If the document does not contain the information needed to answer this 
question then write: " I could not find an answer." " If an answer to 
the question is provided, it must be annotated with a citation. Use the 
following format for to cite relevant passages ({"citation": …}). 

<article>...

Instruct the model to answer with citations from a reference text

• Clever UI coding can take this experience to the next level



Guard Against Hallucinations
Use the temperature parameter

https://platform.openai.com/docs/api-reference/chat/create#chat-create-temperature



Guard Against Hallucinations
Do your homework

https://learnprompting.org/

https://www.promptingguide.ai/

https://platform.openai.com/docs/guides/prompt-engineering



Run an Internal Beta

• Get feedback directly in the 
app

• Encode experts’ feedback 
into intent detection



Run an Internal Beta

• Log all inputs and outputs

• Prioritize and iterate

• Beware of overfitting to internal users



What To Explore Next

• Hybrid search optimization

• Cheaper, more performant 
intent detection components

• Chunking algorithm experimentation

• Re ranking

• Experiment with off the shelf embedding models

• Embedding model pre-training and fine tuning



Appendix

All generated images were created using Microsoft Copilot Designer https://copilot.microsoft.com/images/create 

• OpenAI tokenizer tool https://platform.openai.com/tokenizer 

• OpenAI pricing https://openai.com/pricing 

• Anthropic pricing https://www.anthropic.com/api

• Cohere pricing  https://cohere.com/pricing

• Amazon SageMaker pricing https://aws.amazon.com/sagemaker/pricing/

• LangSmith Highlights youtube playlist https://www.youtube.com/playlist?list=PLfaIDFEXuae2CjNiTeqXG5r8n9rld9qQu 

• Evaluating RAG Pipelines with RAGAS + LangSmith https://blog.langchain.dev/evaluating-rag-pipelines-with-ragas-langsmith/ 

• Haystack US 2022 - Bojan Babic, Nextdoor - AI Driven Search  https://www.youtube.com/watch?v=0bqVfmVurkk&t=632s 

• RAG From Scratch: Routing https://www.youtube.com/watch?v=pfpIndq7Fi8 

• OpenAI Prompt Engineering Guide https://platform.openai.com/docs/guides/prompt-engineering 

• Learn Prompting https://learnprompting.org/ 

• Prompt Engineering Guide https://www.promptingguide.ai/ 

https://copilot.microsoft.com/images/create
https://platform.openai.com/tokenizer
https://openai.com/pricing
https://www.anthropic.com/api
https://cohere.com/pricing
https://aws.amazon.com/sagemaker/pricing/
https://www.youtube.com/playlist?list=PLfaIDFEXuae2CjNiTeqXG5r8n9rld9qQu
https://blog.langchain.dev/evaluating-rag-pipelines-with-ragas-langsmith/
https://www.youtube.com/watch?v=0bqVfmVurkk&t=632s
https://www.youtube.com/watch?v=pfpIndq7Fi8
https://platform.openai.com/docs/guides/prompt-engineering
https://learnprompting.org/
https://www.promptingguide.ai/


Thank you 
for listening

Questions 
are welcome


