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in a nutshell
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We unlock the world’s most unforgettable travel experiences

Chase the Northern Lights in Norway 
around a fire with a hot drink

Experience a tour of the vibrant Maeklong 
Railway Market and Damnoen Saduak 
Floating Market in Bangkok

Go on a desert safari in Dubai
with sandboarding and
a camel ride

Enjoy a delicious experience at the 
Museum of Ice Cream in New York
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$883m+
in total 
funding

80m+
tickets sold

75k+
curated tours 

& activities

16k+
suppliers

We’re the leading global marketplace for travel experiences
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750+
Employees 

(500+ in Berlin)

17
regional 
offices 

around the 
world

80+
nationalities 

within our 
team

Unforgettable experiences come from all 
over the world, so do we.
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GetYourGuide + Semantic Vectors
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Semantic Vectors at GetYourGuide: Example
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Semantic Vectors at GetYourGuide: Example

Paris: Eiffel Tower 
Summit or Second 

Floor Access
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Semantic Vectors at GetYourGuide: Example

Paris: Eiffel Tower 
Summit or Second 

Floor Access

NYC: Empire State 
Building Tickets & 

Skip-the-Line
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Semantic Vectors at GetYourGuide: Example

“summit”

Paris: Eiffel Tower 
Summit or Second 

Floor Access

NYC: Empire State 
Building Tickets & 

Skip-the-Line
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Semantic Vectors at GetYourGuide: Example
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Semantic Vectors at GetYourGuide: Example

“summit”

Paris: Eiffel Tower 
Summit or Second 

Floor Access

NYC: Empire State 
Building Tickets & 

Skip-the-Line

How far is the Empire State Building from the Eiffel Tower? 0.22
… and both are 0.14 from the keyword “summit”.
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Semantic Vectors at GetYourGuide: Example

“summit”

Paris: Eiffel Tower 
Summit or Second 

Floor Access

NYC: Empire State 
Building Tickets & 

Skip-the-Line

How far is the Empire State Building from the Eiffel Tower? 0.22
… and both are 0.14 from the keyword “summit”.
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real vectors: 767 dimensions.



Learnings over Time
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≤ 2018: LDA for Similar Recommender

28

- application: recommendations of similar activities
- vectors for: activities
- model: LDA: Latent Dirichlet allocation (2003)

- statistical model on word frequencies in documents
- automatically discovers K topics (K: input value)
- output: document → K-dimensional vector of probabilities
- ⇒ coordinates have clear meaning

- learning: start simple
- or: even hand-designed vectors!

https://en.wikipedia.org/wiki/Latent_Dirichlet_allocation


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

29

CR = conversion rate



2018: Word2Vec for Similar Recommender

30

- application: recommendations of similar activities
- vectors for: activities
- model: Word2Vec (2013)

- 2-layer neural network trained on documents
- output: word → vector

- learning: text → user journey 1
- word → page of web site
- document → observed user journey (sequence of  pages)
- ⇒ vectors for pages 
- ⇒ vector for activities

1 idea presented by AirBnB at KDD 2018

https://en.wikipedia.org/wiki/Word2vec
https://dl.acm.org/doi/abs/10.1145/3219819.3219885


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

31

CR = conversion rate



2021: Word2Vec for Ranking on Landing Pages

32

- application: activity-based landing page
- users arrive with interest in specific activity s
- rank rest of activities a_i on landing page by:

- vectors for: activities
- model: Word2Vec (2013) (re-used!)
- learnings: 

- re-use vectors
- do regular, cross-team hackathons

https://en.wikipedia.org/wiki/Word2vec


2021: Word2Vec for Ranking on Landing Pages
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- application: activity-based landing page
- users arrive with interest in specific activity s
- rank rest of activities a_i on landing page by:

- vectors for: activities
- model: Word2Vec (2013) (re-used!)
- learnings: 

- re-use vectors
- do regular, cross-team hackathons

Viktoriia Kucherenko
Software Engineer

with:

Ashraf Aaref
Software Engineer

https://en.wikipedia.org/wiki/Word2vec


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

2021 Word2Vec Activity-Based Landing 
Pages

CR: +4% re-use vectors,
hackathons
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CR = conversion rate



2022: Word2Vec for Ad Suggestion Diversity

35

- application: text suggestion diversity for ads
- we provide headline and description suggestions
- external algorithm tries combinations
- we:

1. removed too similar candidates
2. ranked suggestions iteratively, pick s maximizing MMR:

- vectors for: headlines and descriptions
- model: Word2Vec (2013) - this time applied to text!
- learnings: look at (bad performing) examples!

- revealed undesired dist values ⇒ removal of stop words

https://www.cs.cmu.edu/~jgc/publication/The_Use_MMR_Diversity_Based_LTMIR_1998.pdf
https://en.wikipedia.org/wiki/Word2vec


2022: Word2Vec for Ad Suggestion Diversity
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- application: text suggestion diversity for ads
- we provide headline and description suggestions
- external algorithm tries combinations
- we:

1. removed too similar candidates
2. ranked suggestions iteratively, pick s maximizing MMR:

- vectors for: headlines and descriptions
- model: Word2Vec (2013) - this time applied to text!
- learnings: look at (bad performing) examples!

- revealed undesired dist values ⇒ removal of stop words

Marina Zemskova
Data Scientist

https://www.cs.cmu.edu/~jgc/publication/The_Use_MMR_Diversity_Based_LTMIR_1998.pdf
https://en.wikipedia.org/wiki/Word2vec


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

2021 Word2Vec Activity-Based Landing 
Pages

CR: +4% re-use vectors

2022 Word2Vec Text Suggestion Diversity for 
Ads

Clicks: +4% look at (bad performing) 
examples
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CR = conversion rate



2022: DistilBERT for Cross-Sell Recommender

38

- application: cross-sell recommendations
- after booking activity b you might also like a
- LightGBM model
- use b’s and a’s vectors as input

- vectors for: activities
- model: DistilBERT (2019)
- learnings:

- fine-tune LLMs on own data
- re-use models 

- here: from internal keyword predictions 
- decrease model complexity

- here: light DistilBERT model + PCA to 3 dimensions

https://huggingface.co/docs/transformers/model_doc/distilbert


2022: DistilBERT for Cross-Sell Recommender
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- application: cross-sell recommendations
- after booking activity b you might also like a
- LightGBM model
- use b’s and a’s vectors as input

- vectors for: activities
- model: DistilBERT (2019)
- learnings:

- fine-tune LLMs on own data
- re-use models 

- here: from internal keyword predictions 
- decrease model complexity

- here: light DistilBERT model + PCA to 3 dimensions

Stephane Leonard
Data Scientist

https://huggingface.co/docs/transformers/model_doc/distilbert


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

2021 Word2Vec Activity-Based Landing 
Pages

CR: +4% re-use vectors

2022 Word2Vec Text Suggestion Diversity for 
Ads

Clicks: +4% look at (bad performing) 
examples

2022 DistilBERT Cross-Sell Recom. CR: +6% 1 fine-tune LLM, re-use models, 
decrease model complexity

401 tested together with other changes

CR = conversion rate



2022: TourBERT for External Search Queries

41

- application: ranking for external search queries 
     (on landing pages based on Google ad keyword)
     e.g. “sunset cruise Airlie Beach”
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OLD:
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NEW:



2022: TourBERT for External Search Queries
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- application: ranking for external search queries 
     (on landing pages based on Google ad keyword)
     e.g. “sunset cruise Airlie Beach”



2022: TourBERT for External Search Queries
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- application: ranking for external search queries 
     (on landing pages based on Google ad keyword)

- rank activities a_i for query (keyword) q by:

- vectors for: activities, queries (ad keywords)
- model: TourBERT (2022) (→ vectors from title)
- learnings:

- vector arithmetics are useful: here:
- subtract location part (avg. vector of all 

activities from location) and …
- simple query encoding: avg. vector of 

best-performing activities (like: Mandal, MICES 2021)
- re-assess solutions

https://arxiv.org/abs/2201.07449
https://dtunkelang.medium.com/using-ai-to-understand-search-intent-1fef055e901f


2022: TourBERT for External Search Queries
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- application: ranking for external search queries 
     (on landing pages based on Google ad keyword)

- rank activities a_i for query (keyword) q by:

- vectors for: activities, queries (ad keywords)
- model: TourBERT (2022) (→ vectors from title)
- learnings:

- vector arithmetics are useful: here:
- subtract location part (avg. vector of all 

activities from location) and …
- simple query encoding: avg. vector of 

best-performing activities (like: Mandal, MICES 2021)
- re-assess solutions

Ryan Sequeira
Data Scientist       

Hsin-Ting Hsien
MLOps Engineer      

with:

https://arxiv.org/abs/2201.07449
https://dtunkelang.medium.com/using-ai-to-understand-search-intent-1fef055e901f


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

2021 Word2Vec Activity-Based Landing 
Pages

CR: +4% re-use vectors

2022 Word2Vec Text Suggestion Diversity for 
Ads

Clicks: +4% look at (bad performing) 
examples

2022 DistilBERT Cross-Sell Recom. CR: +6% 1 fine-tune LLM, re-use models, 
decrease model complexity

2022 TourBERT Ranking for External Search 
Queries

CR: +2% 2
       (+2% 3) 

vector arithmetic, simple query 
encoding, re-assess solutions

481 tested together with other changes     2 only on specific keywords     3 by removing diversity

CR = conversion rate



2022: Single Feature for Ranking Diversity
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- application: increase diversity of ranked activities 
- rank activities a_i by:

- vectors for: activities
- model: TourBERT (2022) → 1 feature
- learnings:

- start simple (learned again 😉)
- vector distance → share of newly covered 

categories by new activity

https://arxiv.org/abs/2201.07449
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- application: increase diversity of ranked activities 
- rank activities a_i by:

- vectors for: activities
- model: TourBERT (2022) → 1 feature
- learnings:

- start simple (learned again 😉)
- vector distance → share of newly covered 

categories by new activity
Maximilian Jenders

Data Scientist

Galina Baimeeva
Data Scientist

2022: Single Feature for Ranking Diversity

https://arxiv.org/abs/2201.07449


Learnings over Time
Started Model Usage Uplift? Learnings

≤ 2018 LDA Similar Activity Recom. CR: + start simple

2018 Word2Vec Similar Activity Recom. CR: + text → user journey

2021 Word2Vec Activity-Based Landing 
Pages

CR: +4% re-use vectors

2022 Word2Vec Text Suggestion Diversity for 
Ads

Clicks: +4% look at (bad performing) 
examples

2022 DistilBERT Cross-Sell Recom. CR: +6% 1 fine-tune LLM, re-use models, 
decrease model complexity

2022 TourBERT Ranking for External Search 
Queries

CR: +2% 2
       (+2% 3) 

vector arithmetic, simple query 
encoding, re-assess solutions

2022 TourBERT 
→ 1 Value

Diversity in Activity Ranking CR: +1% 4
start simple (learned again 😉)

511 tested together with other changes     2 only on specific keywords     3 by removing diversity     4 ongoing experiment, not (yet?) significant

CR = conversion rate
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Top Learnings
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Top-6 Learnings
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1. start simple / decrease model complexity

2. look at (bad performing) examples

3. re-use models and vectors

4. use vector arithmetics

5. re-assess solutions

6. do regular, cross-team hackathons
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Outlook: Semantic Vectors at GetYourGuide
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- other use cases: 
- internal search
- matching categories ↔ activities
- chatbot attempts, 
- …

- using new / better models: 
- dense encoders for query and document (Siamese → 

two-tower)
- newest generation of LLMs
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- other use cases: 
- internal search
- matching categories ↔ activities
- chatbot attempts, 
- …

- using new / better models: 
- dense encoders for query and document (Siamese → 

two-tower)
- newest generation of LLMs

We are hiring
getyourguide.careers
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