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Relevant!

Taken from: https://www.flickr.com/photos/vizzzual-dot-com/2655969483



Duplicates hide insight!
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MEET THE USER
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The What

Educational content is hard!



The What

Diverse



The What

Where did Napoleon die?
vs

How did Napoleon die?



The What

(x−1)(x+3)=15
vs
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1. Select a target content to deduplicate 

(curated, or externally sources)

2. Calculate cosine similarity against dataset to 

be deduplicated

3. Select >0.9 matches

4. ???

5. Profit!
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Approach I
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Approach I - results

0.420

Recall Precision

0.895



Way too slow to deduplicate larger amounts of 

content

Computationally expensive

Not really impressive, result-wise
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Approach I - outcome



25BIG CONCEPT | SHORT DARK

Make the model our 
own.



26BIG CONCEPT | SHORT DARK

Use preexisting 
deduplication 
models as a base.



27BIG CONCEPT | SHORT DARK

Many preexisting 
deduplication 
models.



28BIG CONCEPT | SHORT DARK

Light text 
preprocessing.
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Use FAISS index.



1. Train model based on quora deduplication 

dataset and own Brainly content

2. Create FAISS index out of content to 

deduplicate

3. Select a target content to deduplicate 

(curated, or externally sources)

4. Search the FAISS index

5. Select >0.9 matches

6. ???

7. Profit!
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Approach “II”
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Approach II - results

0.512

Recall Precision

0.898



Much faster, but results still not great

A lot of work just to try out something new
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Approach II - outcome







V
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KNOW THE USER



1. Create Opensearch index out of content to 

deduplicate

2. Prepare a strict strategy (with score 

thresholds)

3. Select a target content to deduplicate 

(curated, or externally sources)

4. Search the Opensearch index

5. ???

6. Profit!
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Approach Keyword
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Approach Keyword - results

0.543

Recall Precision

0.902
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Approach Keyword - outcome

Results are somehow… better?

We can experiment with different strategies 

quickly

We’re accidentally matching incomplete 

questions…

…which actually is quite helpful
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Can we get better results 
with ML? 
Probably, but at what cost?
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ML costs

10$

Single 
match run

Single 
model 

training

100$
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ML costs

10$

Single 
match run model 

training

X * 100$
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Opensearch costs 

0.5$

“Training” 
instances 

hourly

Peak (final 
matching) 

cost

30$
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MLOps vs DevOps

Taken from https://commons.wikimedia.org/wiki/File:Octopus_vulgaris_02.JPG



The Future

ZBYSZKO PAPIERSKI

Take-aways
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Not all user 
generated content 
is made equal
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Pareto to rule them 
all



48BIG CONCEPT | SHORT DARK

Everything has a 
cost



THANK YOU!


