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From LLM-As-A-Judge to 
Human-in-the-Loop

Let’s set the context for this talk...
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How can we introduce EYEBALLING into rag evaluation?
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Simple RAG from 2022

User Query   LLM Answer

Vector 
Search
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Modern RAG

User Query   LLM Answer

BM25/Vector 
Finetuned, 

Hybrid 
Search

LLM 
Search 
Tools
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🤖 FROM RAG TO AI AGENTS

User Query Agent Orchestrator
LLM Answer

External Tools
APIʼs, web, etc.)

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

LLM 
Agent

Search

Memory

Agents decompose 
large task into parts, 
make a plan, use tools, 
store and evaluate 
intermediate results, and 
synthesize final task 
outcome.



Evaluation…

With Gen AI, prototyping is easy, evaluation is hard.

Agent Variation:

● Retrieval pipeline - models, processing pipelines, retrieval 
params

● Agent architecture - Multi-Agent, GraphRAG, Memory, Tools, 
Prompts

● LLM choice
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evaluation in the enterprise



10

## Rules for evaluating an answer:
- **Relevance**: Does the answer address the 
user's question?
- **Accuracy**: Is the answer factually 
correct, based on the documents provided?
- **Completeness**: Does the answer provide 
all the information needed to answer
the user's question?
- **Precision**: …

LLM As a Judge: Pointwise

User Query

RAG

Answer

Answer is Good

Judge
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LLM as a Judge Vs Experts

RAG V1 RAG V2 RAG V3 RAG V4 RAG V5

Q
ua

lit
y

LLM as Judge
Human Expert
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RAG V4RAG V5RAG V1

LLM as a Judge Vs Experts

RAG V2 RAG V3

LLM as Judge
Human Expert

Q
ua

lit
y
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LLM As Judge vs HUMAN annotation



What if we Ask the LLM to Compare two answers?
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LLM As a Judge: Pairwise

User Query RAG V1 Answer V1

Answer V2 is better

Judge

RAG V2

Answer V2

Please act as an impartial judge and evaluate 
the quality of the responses provided
by two AI assistants tasked to answer the 
question displayed below, based on a set
of documents retrieved by a search engine.
You should choose the assistant that best 
answers the user question based on a set
of reference documents that may or not be 
relevant…
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How do we rank pairwise?

Query 1
��

Query 2
��

Query 3
��

RAG V1 RAG V2

��

��

��

RAG V2RAG V3
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● Each agent (or RAG system) is a player in a 
tournament with an initial rank.

● Each query is game played between two agents.
● A game between Agent A and Agent B is played 

by prompting an LLM to select which answer to 
the same query is better. 

● If A wins and its ranking is higher than B:
↗ Score of A increases a bit.
↘ Score of B decreases a bit.

● If A wins and its ranking is lower than B:
⬈ Score of A increases more.

⬊ Score of B decreases more.

The Elo ranking system
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ELO: Example GAmes
New Players

Start Ratings: A  1500, B  1500

A Wins==

Actual Scores: A1, B0
Expected Scores: A0.5, B0.5 
Change: ΔA  32 * 1  0.5 = 16, ΔB  32 * 0  0.5 = 16
New Ratings: A  1516, B  1484

Update Rule

New Rating = Old Rating + K * (Actual Score - Expected Score)
● Actual Score: win=1, draw=0.5, loss=0
● Expected Score: 

● Use K = 32 for the examples

Upset: You beat stronger player

Start Ratings: A  1500, B  1700

A Wins==

Actual Scores: A1, B0
Expected Scores: A0.24, B0.76 
Change: ΔA  32 * 1  0.24 = 24.3, ΔB  32 * 0  0.76 = 24.3
New Ratings: A  1524, B  1676

Expected: You beat Weaker player

Start Ratings: A  1700, B  1500

A Wins==

Actual Scores: A1, B0
Expected Scores: A0.76, B0.24 
Change: ΔA  32 * 1  0.76 = 7.7, ΔB  32 * 0  0.24 = 7.7
New Ratings: A  1708, B  1492
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RAGElo Toolkit

Data Generation

RAG 
SystemsQueries

Answers

Contexts

Query - Context evaluation

LLM
1. Very relevant
2. Somewhat relevant
3. Not relevant

Evidence-based Pairwise comparison

LLMAnswer V1

Answer V2

Answer B is 
better
Because …

��

ELO Ranking

🥇RAG V2  2830
🥈RAG V1   2805
🥉RAG V3  2794

Idea: Keep an ELO 

tournament between all the 

generated agents?
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answers

qid agent answer

1 rag_fusion_agent
In the quest to understand the metrics used to evaluate text summarization, we have explored various dimensions, including traditional metrics, novel approaches, and 
the potential for standardization within the field. Traditional metrics like ROUGE, BLEU, and METEOR have…

1 naive_rag ROUGE Recall-Oriented Understudy for Gisting Evaluation) is a commonly used package for the automatic evaluation of summaries…

1 rag_fusion
Metrics used to evaluate text summarization include ROUGE Recall-Oriented Understudy for Gisting Evaluation) 697133eeb1f7bcc5a3273607c2e28be1fc16c301_48, 
which has been the standard for nearly two decades. Other metrics…

queries

RAGElo: data generation format

qid query

1 What metrics can be used to evaluate text summarization?

2 What are all hardware accelerators used in AI?

3 Who are the main deep learning researchers in The Netherlands?

Retrieved documents

qid did document_text

1 d6e3da57be And also ROUGE Precision, Recall and F-score 4. ROUGE is a proxy metric for abstractive summarization...

1 dd2b71271 ROUGE Score: Recall-Oriented Understudy for Gisting Evaluation ROUGE) is a set of metrics

1 90314fbb41 Many popular summarization systems were evaluated with ROUGE...
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Example prompt:
Evaluate if a document contains relevant information to 
answer a question submitted by a user.
You should write one sentence explaining why the document 
is relevant or not for the user question. A document can be:
- Not relevant: The document is not on topic.
- Somewhat relevant: The document is on topic but does not 
fully answer the user question.
- Very relevant: The document is on topic and answers the 
user question.

[user question]
What metrics can be used to evaluate text summarization?

[document content]
precision-based evaluation metric which considers exact 
n-gram matches. For a given value of n, the precision is 
computed as the fraction of n-grams in the generated 
hypothesis which match…

RAGElo: query-context evaluation

Retrieved docs Evals
qid did answer

1 fc129c7f70

Very relevant: The document directly addresses the user question by discussing 
intrinsic and extrinsic metrics for evaluating text summarization, including summary 
coherence, informativeness, and the effect of summarization on other tasks.

1 4acbef3aaa

Somewhat relevant: The document discusses the BLEU score, which is a metric used 
to evaluate machine translation and can be applied to text summarization, but it does 
not cover other metrics that can also be used for evaluating text summarization.
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Example prompt:
Evaluate the quality of the responses provided by two AI assistants tasked to answer the question 
displayed below, based on a set of documents retrieved by a search engine.
You should choose the assistant that best answers the user question based on a set of reference documents 
that may or not be relevant. Answers cite documents using square brackets.
For each reference document, you will be provided with a reasoning explaining why the document is or is 
not relevant.
Your evaluation should consider factors such as comprehensiveness, correctness, helpfulness, 
completeness, accuracy, depth, and level of detail of their responses. Answers are comprehensive if they 
show the user multiple perspectives in addition to but still relevant to the intent of the original question. .
Details are only useful if they answer the user question. If an answer contains non-relevant details, it should 
not be preferred over one that only use relevant information.
Begin your evaluation by explaining why each answer correctly answers the user question. Then, you 
should compare the two responses and provide a short explanation on their differences. Avoid any position 
biases and ensure that the order in which the responses were presented does not influence your decision. 
Do not allow the length of the responses to influence your evaluation. Be as objective as possible.
After providing your explanation, output your final verdict by strictly following this format: "A" if assistant 
A is better, "B" if assistant B is better, and "C" for a tie.
User Question]
What metrics can be used to evaluate text summarization?
Reference Documents]
[d6e3da57be79b9dba955ce0d1ff48c62893177e4_2 Very relevant: The document directly addresses the 
user's question by discussing ROUGE metrics Precision, Recall, F-score, and longest common 
subsequence) which are used to evaluate text summarization, specifically focusing on their application and 
effectiveness in measuring the quality of summaries.
[dd2b71271f63518f0927b4d7fbbae837e69423bd_38 Very relevant: The document directly addresses the 
user question by detailing the ROUGE Score, a specific set of metrics used to evaluate the quality of text 
summarization, explaining its different variants and how they function.
... more reference documents ...
The Start of Assistant A's Answer]
In the quest to understand the metrics used to evaluate text summarization, we have explored various 
dimensions, including traditional metrics, novel approaches, and the potential for standardization within the 
field. Traditional metrics like ...
The End of Assistant A's Answer]
The Start of Assistant B's Answer]
In evaluating text summarization, several metrics are employed to assess different aspects of the generated 
summaries. The ROUGE metric, which stands for ...
The End of Assistant B's Answer]

RAGElo: pairwise evaluation
Pairwise answer evaluations
qid agent_a agent_b raw_answer answer

1 naive_rag rag_fusion

Assistant A's response is very brief and only 
mentions… Assistant B's response is more 
comprehensive… Final verdict: B B

1 rag_fusion_agent naive_rag

Assistant A provides a comprehensive response 
that discusses various aspects… Assistant B, on 
the other hand, offers… A A
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RAGElo: ELO ranking



Quis custodiet ipsos custodes?
Who is evaluating the judge?
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Winning is nuanced



What if we combine the Evaluation Power of RAGElo 
with the EYEBALLING POWER of SRW?

RAG 
Evaluation 
Superlove? 
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Search Relevance Workbench



Demo!



Lessons Learned in this Effort

● SRW is very good for eyeballing search results, but using it for RAG requires 
some changes.

● RBO/Jaccard signals hit discrepancies. What is the equivalent for RAG 
answers?

● How do we eyeball tool calls?
● ELO tournaments involve multiple RAG versions, how to eyeball the whole 

tournament?
● SRW APIs are very useful. Should we have vibe coded our UI instead?


