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Indexing & 
Searching in PDFs
Complex format with visual infographics, 
tables, charts and images.

Searching PDFs was Popularized by RAG 
(Retrieval-Augmented Generation) - Chat 
with your PDFs 

Extraction pipeline to map to text:

- Chunking? 
- Text Embedding? 



Text extraction is messy
- Embedded images (e.g. infographics) 
- Order 
- Layout & Structure
- Tables 
- Font size 

Extract



Why extract to 
text in the first 
place?

Convert to something that 
makes it searchable

Convert to text modality:

=> Text search
- Keyword search (BM25) 
- Embedding retrieval with text 

embedding models (e.g. Jina)
- Splade, Bert, ColBERT, OpenAi bla 

bla bla, all text-only
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What is a Vision 
Language Model 
(VLM) ?
Vision language models are broadly 
defined as multimodal models that can 
learn from images and text. 

They are a type of generative models 
that take image and text inputs, and 
generate text output

From https://huggingface.co/blog/vlms

text

Image
VLM text

input output

https://huggingface.co/blog/vlms


The year of multimodal AI (ok, VLMs) 

New VLMs last 
week 

Llama 3.2



PaliGemma (a VLM)

https://huggingface.co/spaces/big-vision/paligemma-hf

PaliGemma – Google's “Cutting-Edge” 
Open Weight VLM

 -OCR capabilities
- Question answering + more 

https://huggingface.co/blog/paligemma

https://huggingface.co/spaces/big-vision/paligemma-hf
https://huggingface.co/blog/paligemma


“What’s in the image” 
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ColPali: Use VLM document 
understanding capabilities
for document retrieval

IR benchmarks measures clean 
pre-processed texts 

In practical industrial settings we don’t 
have the luxury of pre-processed 
datasets. 

Performance bottleneck usually not in 
embedding model performance or 
chunking, but in the data ingestion 
pipeline 





ColPali (Gemma)

ColPali is short for Contextualized Late 
Interaction over PaliGemma and builds 
on two concepts:

- Contextualized Embeddings from VLM
- ColPali generates contextualized 

multi-vector embeddings directly from 
the screenshot of a page or text query 
using the VLM as the backbone

- Interaction between text query 
vectors and screenshot vectors at 
scoring time  

A bi-encoder architecture, enables offline 
indexing - but with multi-vectors per page



ColPali offers 
✓ Match without text extraction

Do not have to map complex formats 
to the text domain

✓ Avoid OCR 
Use the VLM OCR capabilities 

✓ No Layout Detection
Layout is encoded by the VLM 

✓ Engineering Simplicity 
Reduced document processling 
pipeline complexity

✓ Better relevance 
Outcompete traditional extract 
methods 

✓ A future direction for document 
retrieval
Can you print the document, then you 
can index it with the ColPali approach 



ColPali page level 
embeddings 

VLM “see” the image as 32x32 
patches = 1024 patches. 

An image is worth 1024 words 

Each patch is represented or 
projected into a 128-dimensional 
vector space (the latent space) 

6 text tokens projected to the same 
space = 1030 vectors per page 

Tokens from text prefix “Describe 
the image” <img> 



ColPali page level 
embeddings 

One PDF - Multiple pages

One page represented as a 
tensor 

Vespa tensor definition

tensor<float>(patch{}, v[128])

A map of vectors (patch is the 
key, the vector the value)



ColPali text query embeddings 

One 128-dimensional vector 
per user input query token 

What is the percentage of 
produced water that is reused?

Fixed prepend and query 
expansion tokens 

tensor<float>(q{},v[128])



ColPali Relevance Scoring 
score(query, page):
tensor<float>(q{}, v[128]) tensor<float>(p{},v[128])

Sum of Maximum Similarities 

Contextualized Late-Interaction 
over Embeddings from PaliGemma

sum(
          reduce(
            sum(
              query * page , v
            ),
            max, 
            p
          ),
        q
  )



(Sum) of MaxSim
Similarity matrix |q| X |p| - where similarity 
is the dot product 

score(query,page) =  38 + 36 = 74

Find maximum patch similarity per query 
token. Toy example with 2-dimensional v 
and 4 image patches. 

[2, 9] [4,2]

[3,2] [1, 2]

water [1, 4]

recycle [8,2]

max( [38, 12, 
          11, 9]) = 38

max([34, 36,
          28,12]) = 36Qu
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y 
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Score each page in 
the collection with 
(Sum of) MaxSim

Similar process as with 
“regular” search BM25 (Lucene, 
Vespa, Elasticsearch)  

Sort the pages by score in 
descending order. Score is a 
proxy for relevance, higher is 
better.  



Learning Col vectors for retrieval 
(representation learning)  

VLM (e.g. 
PaliGemma) 

 

❄Weights

Col 
Adapter

Weights

Relevance 
Training Data

text query

Relevant 
page 
image

N = 10-20K

Not 
relevant 
page 
image

Train adapter weights which 
learns how to represent text and 
patches in same vector space 
with sim = MaxSim 



How does ColPali 
compare with 
traditional 
methods? 



The ViDoRe 
Benchmark

nDCG@5  avg 0.66 => 0.813 

Datasets ViDoRe





Samples of PDF pages from 
the ViDoRe benchmark 
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“But, Does It Scale?”

Reply Guys
20.08.2024

“That’s a lot of 
vectors!”



Scaling ColPali 
MaxSim
Compute scales with number of 
dot products D x  [q x p x v]  

Storage scales with  D x [p x v ]  

- q is the number of query 
tokens, including the mask 
and instruction tokens

- p is the number of image 
patches 

- v is the vector dimensionality
- D is the number of pages 

scored by MaxSim 

Note: MaxSim only, inference of 
model is scaled independently  



Scaling ColPali 
MaxSim

- Reduce # patch vectors 
(reduces |p|) - clustering, 
remove redundant

- Reduce precision of v from 
float to bit - 32x 
 

- Replace float dot products 
with inverted hamming (4x 
reduction in compute)

- q is the number of query 
tokens, including the mask 
and instruction tokens

- p is the number of image 
patches 

- v is the vector dimensionality
- D is the number of pages 

scored by MaxSim 



ColPali vectors 
Binary Quantization ( > 0 ) 
Normalized vectors (unit length). Values close to 0
Replace float dot product with inverted hamming distance 
(correlates) 

32x reduction 
storage
4x compute 
reduction 



Scaling ColPali 
MaxSim + Retrieval
Phased retrieval & ranking 

 Search for close neighbors 
of all k query token vectors 
- compatible with HNSW 
indexing using hamming 
distance metric 

Step 2 - re-rank using 
MaxSim 

nDCG@5 DocVQA 



Scaling ColPali
TLDR;

- Reduce precision (float to 
bit) 

- Binary quantization (BQ)
- Hamming instead of dot 

product
- Multi-vector HNSW indexing
- Phased retrieval & ranking

https://blog.vespa.ai/scaling-colpali-t
o-billions/

https://blog.vespa.ai/scaling-colpali-to-billions/
https://blog.vespa.ai/scaling-colpali-to-billions/
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RAG with ColPali

ColPali is the first stage 
retriever 

For the generative step you 
need a VLM for question 
answering based on the 
retrieved context



Frontier VLMs

VLMs are better at 
question 
answering when 
using image data 
than text + OCR. 

From MMLongBench-Doc: Benchmarking Long-context 
Document Understanding with Visualizations
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“Does it work for my 
data?”

Reply Guys
27.09.2024



Fine-tuning 
ColPali

ColPali retrieval adapter mostly 
trained on synthetic data created 
by previous generation VLMs using a 
prompting technique. Generate 
questions about a particular page. 

New and improved VLM backbones 
gives:

- Better training data (generated on 
your domain and language) 

- Better VLM backbone 

https://huggingface.co/spaces/davanstrien/ColP
ali-Query-Generator

https://huggingface.co/spaces/davanstrien/ColPali-Query-Generator
https://huggingface.co/spaces/davanstrien/ColPali-Query-Generator


“Can’t you use GPT-4o 
for this?”

Reply Guys
27.09.2024



ColPali is a promising 
direction 

Will see new 
checkpoints based on 
new VLMs

Trained on more data

Embedding providers.. 



QA Resources 
https://blog.vespa.ai/retrieval-with-vision-language-models-c
olpali/

https://blog.vespa.ai/the-rise-of-vision-driven-document-retri
eval-for-rag/

https://blog.vespa.ai/scaling-colpali-to-billions/

https://huggingface.co/blog/manu/colpali

https://github.com/illuin-tech/colpali

https://blog.vespa.ai/retrieval-with-vision-language-models-colpali/
https://blog.vespa.ai/retrieval-with-vision-language-models-colpali/
https://blog.vespa.ai/the-rise-of-vision-driven-document-retrieval-for-rag/
https://blog.vespa.ai/the-rise-of-vision-driven-document-retrieval-for-rag/
https://blog.vespa.ai/scaling-colpali-to-billions/
https://huggingface.co/blog/manu/colpali
https://github.com/illuin-tech/colpali


Even more 
resources 
https://pyvespa.readthedocs.io/en/latest/e
xamples/pdf-retrieval-with-ColQwen2-vlm
_Vespa-cloud.html

https://pyvespa.readthedocs.io/en/latest/e
xamples/simplified-retrieval-with-colpali-vl
m_Vespa-cloud.html

https://pyvespa.readthedocs.io/en/latest/e
xamples/colpali-benchmark-vqa-vlm_Ves
pa-cloud.html

https://pyvespa.readthedocs.io/en/latest/e
xamples/colpali-document-retrieval-vision
-language-models-cloud.html

https://pyvespa.readthedocs.io/en/latest/examples/pdf-retrieval-with-ColQwen2-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/pdf-retrieval-with-ColQwen2-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/pdf-retrieval-with-ColQwen2-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/simplified-retrieval-with-colpali-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/simplified-retrieval-with-colpali-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/simplified-retrieval-with-colpali-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-benchmark-vqa-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-benchmark-vqa-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-benchmark-vqa-vlm_Vespa-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-document-retrieval-vision-language-models-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-document-retrieval-vision-language-models-cloud.html
https://pyvespa.readthedocs.io/en/latest/examples/colpali-document-retrieval-vision-language-models-cloud.html
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