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Standard Evaluation

Ingredients

● A set of documents D
● A set of queries Q
● A relevance judgment for each (q, d) in Q×D 

Ranked retrieval 

qi ↦ dj1 < ⋯ < djn 



Standard Evaluation

Precision @ k = (# of relevant items @ k) / k

Recall @ k = (# of relevant items @ k) / (total # of relevant items)

(Interp.) precision–recall curve

Chris Manning et al. 2008. Introduction to Information Retrieval.



Standard Evaluation

Mean average precision

Normalized discounted cumulative gain @ k 

Search results from top to dk

Relevance score for qj and dm

Normalization factor

Chris Manning et al. 2008. Introduction to Information Retrieval.



Standard Evaluation

Ingredients

● A set of documents D
● A set of queries Q
● A relevance judgment for each (q, d) in Q×D

Where do I get these from?  

● Human annotated datasets

● Generic benchmarks

○ MTEB, BEIR, …

● Historical user engagement data



Standard Evaluation

MTEB

a massive benchmark for measuring the performance of 

text embedding models on diverse embedding tasks.



Standard Evaluation

BEIR

a homogenous benchmark for diverse sentence or 

passage level IR tasks.



Standard Evaluation

Historical user engagement

In a search session user engaged with item x but not item y

Engagement: conversion, clicks, …



Standard Evaluation

Historical user engagement

Engagement → relevance

No/low engagement → no/low relevance ?

Scenario 1
● User never reached page 2
● User jumped to page 3 skipping page 2

Scenario 2
● Null & low queries



Standard Evaluation

Scenario 1
● User never reached page 2
● User jumped to page 3 skipping page 2

Scenario 2
● Null & low queries

…

Risks

● Reinforcing the current bias/failures

● No insights into model’s performance on N&L

… 



Beyond history

● Well-behaving of query embedding

● Well-behaving of item embedding

● Query & item embeddings cooperate



Before we proceed

Is the similarity from one tower meaningful?

Radford, Alec, et al. "Learning transferable visual models from 
natural language supervision." ICML. PMLR, 2021.

innovation.ebayinc.com/tech/engineering/how-ebays-new-search-feature-was-i
nspired-by-window-shopping/



Before we proceed

Is the similarity from one tower meaningful?

Radford, Alec, et al. "Learning transferable visual models from 
natural language supervision." ICML. PMLR, 2021.

openreview.net/forum?id=bRI_3OFg4o



Beyond history

● Well-behaving of query embedding

(dis-) similar queries should have (dis-)similar embeddings



Beyond history

● Well-behaving of query embedding

(dis-) similar queries should have (dis-)similar embeddings

Model A acc. 0.80 Model B acc. 0.68



Beyond history

● Well-behaving of item embedding

Similar embeddings should imply similar items



Beyond history

● Well-behaving of item embedding

Similar embeddings should imply similar items

K-neighbor product ID agreement Model BModel A



Beyond history

● Query & item embeddings cooperate

○ A set of items I
○ A set of queries Q
○ Org knowledge about queries & items

Ranked retrieval (k ≪ |I|)

qi ↦ dj1 < ⋯ < djk 



Beyond history

● Org knowledge about queries & items
○ Ground-truth category IDs of items

○ Predicted category IDs of queries 



Beyond history

● Org knowledge about queries & items
○ Category IDs of queries & items

○ Predicted query-item relevance 

Category agreement rate @ k

Mean predicted relevance @ k



Beyond history

● Example
○ query = “benchmade 417 fact”

○ Model A’s recall



Beyond history

● Example
○ query = “benchmade 417 fact”

○ Model B’s recall



Beyond history

● Org knowledge about queries & items
○ Category IDs of queries & items

○ Predicted query-item relevance 



Beyond history

● Well-behaving of query embedding
○ query similarity ⇌ emb similarity

● Well-behaving of item embedding
○ item similarity ⇌ emb similarity

● Query & item embeddings cooperate
○ Category agreement

○ Predicted relevance



Questions

Thanks:)


