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About me

Fernando Vieira da Silva

CEO of N2VEC

PhD in Artificial Inteligence (NLP)

+17 Years of experience in R&D

+ 8 Years of working experience in NLP
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About N2VEC

We developed a Search API for 
Documents or knowledge database

Our API uses Vector Databases and 
BERT for searching and ranking

We are based near São Paulo, Brazil
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N2VEC in the ecosystem
Client (B2B) wants 
a Document 
Search solution

Documents Search Engine
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The Problem

Handling data with few labels...
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SetFit

 Few-shot Fine tuning of SentenceTransformers

 
 Competitive results compared to GPT and others

  
  Light and fast to train (you can train in your laptop)

  
Multilingual support
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SetFit
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SetFit for Classification problems

SetFit Fine tuning and training blocks (extracted from the original article)
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SetFit – Generate Sentence pairs

X y

[0.1, 0.2, 0.3] A

[0.4, 0.5, 0.6] B

[0.1, 0.3, 0.3] A

[0.1, 0.5, 0.6] A

[0.4, 0.4, 0.6] C

X1 X2 Y

[0.1, 0.2, 0.3] [0.1, 0.3, 0.3] 1

[0.1, 0.3, 0.3] [0.1, 0.5, 0.6] 1

Original data Positive triplets

X1 X2 Y

[0.1, 0.2, 0.3] [0.4, 0.4, 0.6] 0

[0.1, 0.3, 0.3] [0.4, 0.5, 0.6] 0

Negative triplets

Total: K(K-1) / 2
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SetFit – Sentence Transformers

Reference: https://www.sbert.net/docs/training/overview.html
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SetFit for Classification Problems

SetFit Fine tuning and training blocks (extracted from the original article)
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SetFit - results

Tables extracted from the original article
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Could SetFit be Applied for Search Relevance?
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Legal Research

Good precedents 🡪  more chances to WIN!!!
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Legal Research

75%  of lawyers say Legal 
Research is the HARDEST 
task

65% of lawyers spend 
most of their TIME doing 
Legal Research 
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Our Legal Research Database

  + 60 million sentences extracted from legal decisions

 
 

 Precedents from 8 courts in Brazil

  
  + 7,800 results annotated by lawyers
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First Step: Using SetFit for sentences 
Classification

A fraction of the dataset was 
labeled according to the theme 
(i.e. “traffic accident”, 
“consumer rights”, “health”)

But too many classes with few 
labels each… (9K split in 138 
classes)
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First Step: Using SetFit for sentences 
Classification

X1 X2 Y

[0.1, 0.2, 0.3] [0.1, 0.3, 0.3] 1

[0.1, 0.3, 0.3] [0.1, 0.5, 0.6] 1

X1 X2 Y

[0.1, 0.2, 0.3] [0.4, 0.4, 0.6] 0

[0.1, 0.3, 0.3] [0.4, 0.5, 0.6] 0 Fine tune 
Sentence 
Transformer

Fine-tuned 
ST

Classifier
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First Step: Using SetFit for sentences 
Classification

Fine-tuned 
ST
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Second Step: Fine tuning with 
queries/results

Fine-tuned 
ST

X1 X2 Y

[0.1, 0.2, 0.3] [0.1, 0.3, 0.3] 1

[0.1, 0.3, 0.3] [0.1, 0.5, 0.6] 1

X1 X2 Y

[0.1, 0.2, 0.3] [0.4, 0.4, 0.6] 0

[0.1, 0.3, 0.3] [0.4, 0.5, 0.6] 0 Fine tune 
Sentence 
Transformer

2nd 
Fine-tuned 
STAnnotated triplets 

augmented by 
negative triplets
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Third Step: Implement Search and 
Ranking

Reference: https://www.sbert.net/examples/applications/information-retrieval/README.html
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Third Step: Implement Search and 
Ranking

2nd 
Fine-tuned 
ST

Search 
query

Vector 
Database

Cross 
Encoder
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Results

ST + Cross Encoder
79.1% of questions with relevant 

answers in top 5
           42.6% of relevant answers in top 5

Fine-tuned ST + CrossEncoder
        86.1% of questions with relevant 

answers in top 5
        45.6% of relevant answers in top 5



Find the information you need from the company documents with  

Acknowledgement

N2VEC Team:

Pedro Kim
Machine Learning 
Engineer

Gustavo Sarti
Machine Learning 
Engineer

Yara Campos
Data Enginer

Alfonso Guerra
Python SW Engineer



 fernando@n2vec.com
+55 15 98801 2165

25

mailto:fernando@n2vec.com

