u Q222 Roadmap

Scalable Semantic Search @ Course Hero

Kazem Jahanbakhsh, Harsh Seth, Reza Jamei, Saurabh Khanwalkar, Ishan Parmar,
Jennifer Loui, Abbas Rizvi, Dayne Batsman, Vipul Gagrani, Isha Ghai

April 2022



Outline

e Demo!

e Semantic Search Problem
o  Semantic Search Problem Definition
o  Semantic Search Architecture Overview
o  Sentence Transformers for Semantic Similarity Task

e Semantic Search Evaluations
o Quora Dataset as Gold Judgment List
o  Universal Sentence Embedding vs Sent-BERT
o  USE vs Sent-BERT Embedding Observations
o Performance Analysis: USE vs SBERT
o A/B Test Results on Prod

e Fine Tuning Sent-BERT
o  Fine Tuning SBERT: Why, How, Challenges
o Performance Analysis (I): SBERT-FT vs SBERT Precision
o  Performance Analysis (ll): SBERT-FT vs SBERT Recall
o  SBERT-FT vs SBERT A/B Test Results

e Wrapup
o What's next?
o  We are hiring Search/Platform/ML Engineers !



Semantic Search Problem



Semantic Search Use Cases @ Course Hero!



https://docs.google.com/file/d/1BXIKQb5B50VXaEX-p2WlJcroHVd-W-YM/preview
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Semantic Search

e Problem definition:
o Given a set of questions, we want to let users to search using a “question query” and find the most
similar question to their query
e ML metrics:
o  Mean Average Precision@k

o Recall@k
e Prod metrics:
o  Conversion rate (e.g. purchase rate) —

o Coverage

e Embedding models:
o Embedding model takes a query text and generates a vector
o  We used Universal Sentence Encoder v3 as the legacy model

Documents See more
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Course Hero Semantic Search Architecture

e Source of questions:
o  We have upstream NLP pipelines that produces document/user questions (100’s of millions)

e Embedding Computer / Index Insertion
o Embedding service ingests a question text and computes its embedding vector

o  The same service computes LSH hash codes
o Last we update the ElasticSearch (i.e. ES) index / User/Doc / g
Questions
query

e Semantic search service
o Computes query embedding & LSH hash code using query text

o  Runs NN to get top k most similar questions Embedding /Index
Computation .
Semantic Search

o  The scoring part is implemented using an ES plugin o
‘ ervice

Elastic Search




Sentence Transformers (SOA!)

sentence-BERT (SBERT) was introduced in 2019
SBERT outperforms previous models for Semantic Textual Similarit
SBERT is more scalable than BERT in terms of running time
SBERT was trained using similar/dissimilar sentences
SBERT supports a number of loss functions for training:

y tasks

o N |

*

o  Cosine Similarity Loss

cosine-sim(u, v)

o Triplet Loss /v\
o  Margin MSE Loss and many more

u v
A &
pooling pooling
4 4
BERT BERT

)
Sentence A Sentence B




Semantic Search Evaluations



Performance Analysis: USE v3 vs SBERT

Semantic Search Prod

(USE V3+LSH)

NA

0.628

0.647

0.646

0.826

0.901

0.927

USE V3+Faiss
(HNSW15)

NA

0.629

0.65

0.65

0.84

0.933

0.975

SBERT (wo

normalizing)+Faiss

0.7494

0.7462

0.7546

0.76711

0.9309

0.9806

0.9900

SBERT(L2 norm)+Faiss
(HNSW15)

0.776

0.77

0.775

0.791

0.944

0.99

0.999

SBERT(wo

normalizing)+LSH

0.7741

0.7653

0.7673

0.7821

0.92614

0.9643

0.9685

Benchmarking Semantic Search: USE v3 vs SBERT & LSH vs Faiss



https://mlflow.coursehero.io/#/experiments/8/runs/fc9cd4471a8046499761d47553ad30f4
https://mlflow.coursehero.io/#/experiments/8/runs/fc9cd4471a8046499761d47553ad30f4
https://mlflow.coursehero.io/#/experiments/8/runs/46723cc5e5054526a6cb6a07b6074f17
https://mlflow.coursehero.io/#/experiments/8/runs/41b9f8d701774d5bb6ca034d7264a828
https://mlflow.coursehero.io/#/experiments/8/runs/41b9f8d701774d5bb6ca034d7264a828
https://mlflow.coursehero.io/#/experiments/8/runs/724fd859293d446db4841f72d3fcc732
https://mlflow.coursehero.io/#/experiments/8/runs/8bc28efaa0104eedbe3c70454f27cc99
https://mlflow.coursehero.io/#/experiments/8/runs/8bc28efaa0104eedbe3c70454f27cc99

A/B Test Results: USE vs SBERT

We have hundreds of millions of questions so our index pipeline needs to scale
We achieve this by leveraging GPU, Amazon Batch Transform and Apache
Spark frameworks

We ran an A/B test for SBERT vs USE for semantic search

A/B results showed that while USE and SBERT are close in terms of CVR, with
lower threshold for SBERT we could increase the coverage by 32% :)

This was a clear win so we shipped SBERT model to prod

Note that the two models have different score distribution so this requires some
calibration before prod launch
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Quora Dataset as Gold Judgment List

e Quora dataset contains a list of 400k question pairs

o  Goal was to detect duplicate questions on Quora website!
o Positive pairs: A pair of questions that are semantically equivalent
o Negative pairs: A pair of questions that are are NOT semantically equivalent

e Examples

o  Positive pair:

m  “How do you start a bakery?”

m  “How can one start a bakery business?”
o  Negative pair:

m  “What are natural numbers?”

m “What is a least natural number?”

e Quora dataset could be used for benchmarking semantic search since we want to find
similar questions
e Quora Judgment List Methodology

o  We sampled ~12k questions from Quora questions

o  With quora question and semantic label we created a semantic graph

o If g1 == q2 & g2 == g3 then we generate the following tuples as semantically equivalent questions:
[ g1 — (92, q3)
= g2—(q1,q3)
[ g3 — (g1, gq2)

I



Universal Sentence Embedding vs Sent-BERT

e Our goalis to improve MAP@k & Recall@k for semantic search

e Ourlegacy embedding model was USE v3:

o  USE v3 uses Deep Average Network (DAN)
o  USE vector dimensionality is 512

e We tested pre-trained sent-BERT models:
For SBERT we picked “paraphrase-mpnet-base-v2”
SBERT vector dimensionality is 768 and max sequence length is 512

The Base Model is “microsoft/mpnet-base”
This model was one of the best pre-trained models published in 2021 in terms of STS performance

o O O O
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USE vs Sent-BERT Embedding Observations

Kelly's organization corollary Analytic Hierarchy Process 0.835 0.300 0.3932 | Topics seem to be not

assumes which type of Define Hierarchy model : related. One is about

relationship among constructs? personal constructs
and how people
behave, the other is on
the decision making
process!

Kelly's organization corollary To represent a relationship in | 0.819 0.3702 | 0.3812 | Topics are different -

assumes which type of the relational model , the 4 one is psychology and

relationship among constructs? | primary key of one relation is people behavior and

placed into a second relation the other one is

Database

Kelly's organization corollary In object - relations theory , 0.828 0.4469 | 0.4755 | Somewhat related but

assumes which type of later relationships build upon not quite!

relationship among constructs? | :

Different embedding similarity calculations



Fine Tuning Sent-Bert



Performance Analysis (I): SBERT-FT vs SBERT Precision

Precision Pre & Post fine-tuning SBERT (train/test: all subjects)
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Figure 38: Precision of SBERT vs fine tuned SBERT trained and tested on all 40 subjects (x
axes is cosine similarity - A/B test model)
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Performance Analysis (l1): SBERT-FT vs SBERT Recall

Recall Pre/Post fine-tuning SBERT (train/test: all subjects)
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Figure 39: Recall of SBERT vs fine tuned SBERT trained and tested on all 40 subjects (x axes
is cosine similarity - A/B test model)
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A/B Test Results: SBERT-FT vs SBERT

We generated SBERT-FT embedding & LSH hashes for one of our indices

We ran an A/B test for SBERT-FT vs SBERT (“paraphrase-mpnet-base-v2”)

SBERT-FT cosine similarity scores shifted after fine tuning

We used 0.99 threshold for SBERT-FT and 0.92 for the Original SBERT

CVR (purchase rate) was the same for the two models

SBERT-FT model gave a 35% Liftin Coverage

Our plan is to ship SBERT-FT to production for all indices for semantic search use
case
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Fine Tuning SBERT: Why, How, Challenges

e Why?
o Improve SBERT’s recall while keeping precision high
o  Sent-BERT model has been trained on web datasets like Yahoo Q&A & stack exchange
o These models have not seen course hero question language.

e How?
o  We used Siamese Networks to fine tune SBERT model 4

e Training dataset? SosthesSimiy,Y)

o  We sampled positive and negative pairs from 40 subjects /\

-1..1

o Positive pairs were sampled for a pair of query, question that has been purchased v
o  Negative pairs were randomly sampled 2 2
e We used “Cosine Similarity” as the loss function pooling pooling
e Challenges: 4 4
BERT BERT

o  We can't really use human to label data at scale!

o Random negative pairs are not ideal since they are easy to be detected t ¢
Sentence A Sentence B



Wrap up
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What's next?

We will be migrating from our internal ES semantic search pipeline to Pinecone
Vector DB technology (www.pinecone.io)!
Improve quality of training data for fine tuning SBERT:
o Explore techniques for sampling hard negatives as well as random negatives
o This will improve fine tuned model precision (CVR)
We know that creating training data for supervised fine tuning is hard! What if we
try a semi-supervised approaches like unsupervised SimCSE (Simple
Contrastive Learning of Sentence Embeddings)
Testing triplet loss, multiple negative ranking and other loss functions for
fine-tuning



http://www.pinecone.io

We are hiring Search/Platform/ML Engineers!

Course Hero is growing fast! We just did a series C 380ml fundraising in
December 2021

We have a number of positions for search and recommendations

We are hiring for Staff ML platform Engineer and Search Engineer

We hire in Redwood City (California) and Vancouver/Toronto in Canada
Come and talk to us if you are interested!

Visit www.coursehero.com/jobs to see the list of positions

21


http://www.coursehero.com
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NLP Transformers: Attention is All You Need!

Output

Probabilities
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e Paper titled Attention Is All You Need showed superior performance using=atteniion

mechanism compared to RNN

e Transformers compose of:
o Positional Encoding: ability to consider order of a sequence

o Self-attention: attention applied between a word & other words in the context

o  Multi-head attention: several parallel attention mechanisms working t

e Pretrained transformer models:
o Google has released BERT
o  New transformer models generalized much better than RNNs
o Swap the last few layers for different use cases:
m  Classification
. Q&A
m POS-tagging

e BERT spawned a number of new models:

o  distilBERT
o RoBERTa
o ALBERT

Linear
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Sentence Similarity

e Cross-encoder:

o  We can use a cross-encoder & pass two questions and get their similarity
o  Cross-encoder outperform Bi-Encoder performance but doesn't scale for IR!

e BERT/GloVe:

25

o  We can computing a sentence embedding by averaging token embeddings output by BERT
o Advantage: we can generate embeddings and run the IR fast

o Disadvantage: Low accuracy! Bi-Encoder Cross-Encoder
&
Cosine-Similarity
u v 0.1
4 4 4
pooling pooling Classifier

4 4 4

BERT BERT BERT

Sentence A SentenceB Sentence A Sentence B
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